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A B S T R A C T

The spectrum of secondary neutrons generated by a medical linear accelerator (linac) during high-energy
radiation therapy must be accurately determined in order to assess the carcinogenic risk that these neutrons
pose to patients. Neutron spectrometers such as the Nested Neutron Spectrometer (NNS) can be used to
measure neutron fluence spectra but the raw measured data must be deconvolved (unfolded) with the detector’s
response functions. The iterative Maximum-Likelihood Expectation–Maximization (MLEM) algorithm can be
used to unfold the raw data, however it lacks an objective stopping criterion and produces an increasingly
noisy solution as it iterates. In this work, we describe an objective stopping criterion that terminates MLEM
unfolding of secondary neutron spectra in radiation therapy after solution convergence but prior to significant
accumulation of noise. We validated the robustness of our stopping criterion by using it to unfold NNS
measurements spanning a wide range of neutron fluence rates that were acquired around two linacs. We found
that these unfolded spectra demonstrate a high level of agreement with the corresponding ideal unfolded
spectra (obtained using Monte Carlo simulated spectra) and are relatively free of noise. Thus, use of our
stopping criterion increases confidence in experimentally unfolded neutron spectra and can aid in improving
carcinogenic risk estimates for patients receiving radiation therapy.

1. Introduction

The spectrum of secondary neutrons that is produced during high-
energy radiation therapy treatments (≳ 10MeV) typically spans thermal
energies up to the maximum energy of the primary beam [1–3]. These
neutrons deliver unwanted dose to patients, induce activation of ma-
terials inside the treatment room, and thus pose a carcinogenic risk
to both patients [4,5] and staff [6,7]. Because the carcinogenic risk
associated with neutron radiation is believed to vary widely with
energy [8,9], accurate risk assessment requires accurate determination
of the neutron fluence spectrum.

Neutron spectrometers such as the Bonner sphere spectrometer [10]
and the Nested Neutron Spectrometer (NNS) [11] can be used to mea-
sure neutron fluence spectra, and both have been used in the context of
radiation therapy [12,13]. The raw measurements obtained with these
detectors must be deconvolved with the detector’s response functions
(i.e. unfolded) in order to obtain the spectrum of interest. However, this
unfolding problem is typically an under-determined problem having
fewer measured data-points than the desired resolution of the spectrum.
Thus, mathematically there are an infinite number of spectra that can
satisfy a particular set of measurements obtained with one of these
neutron spectrometers.
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One method to solve an under-determined problem is to use the
iterative Maximum-Likelihood Expectation–Maximization (MLEM) al-
gorithm that was first published in 1977 [14]. MLEM is widely used
in positron emission tomography (PET) image reconstruction [15] and
has been used to unfold neutron fluence spectra by our group [13,
16] and others [17]. When convolved with the detector’s response
functions, the MLEM solution (e.g. a voxelized image when applied to
PET, or a fluence spectrum when applied to neutron spectrometry) is
that which maximizes the likelihood of producing the measured data.
However, it has been shown that the level of random noise in the
MLEM solution increases as the number of iterations increases [18]
due to (i) the ill-posedness of the problem, (ii) Poisson noise inherent
to the measurements, and (iii) imperfections in the modeled detector
response [19].

A simple method to reduce noise accumulation in the MLEM so-
lution is to apply a de-noising filter after a fixed number of itera-
tions [20]. Another method is to use the maximum a priori approach
wherein an additional factor is incorporated into the MLEM formulation
that penalizes ‘‘roughness’’ in the estimated solution at each itera-
tion [20]. However, both of these require subjective empirical tuning
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parameters and MLEM must be terminated at an arbitrary and user-
dependent number of iterations. One method that does not rely on an
empirical tuning parameter, is to introduce a stopping criterion that
terminates MLEM when a statistical or heuristic condition has been
satisfied.

The objective of this work was to develop an MLEM stopping
criterion for unfolding neutron counts-per-second (CPS) data that are
measured using the NNS. Specifically, we desired a stopping criterion
that terminates unfolding after sufficient convergence to the most likely
neutron fluence spectrum but prior to significant accumulation of noise,
without requiring subjective user input. Additionally, the stopping
criterion must be robust enough to handle the wide range of neutron
fluence rates encountered in external beam photon and electron radia-
tion therapy (EBRT; ∼ 104 to 106 n⋅cm−2⋅s−1). This manuscript describes
our method to develop such a stopping criterion and the results of its
application.

2. Unfolding NNS measurements using MLEM

Use of the NNS in radiation therapy has been described previously
by our group [13,16]. Briefly, the NNS consists of a He-3 proportional
counter that is sensitive to thermal neutrons and seven cylindrical high-
density polyethylene moderator shells that are assembled in Russian
nesting doll fashion. Thermal neutrons undergo neutron capture re-
actions (n,p) within the He-3 chamber, which are counted to yield a
neutron CPS measurement. Neutrons of increasing energy are detected
by adding successive moderators around the He-3 chamber such that
the entire neutron energy range of interest is sampled.

A set of eight neutron CPS measurements 𝑚𝑖 obtained with the
NNS must be unfolded with the NNS response functions 𝑎𝑖𝑗 to yield
an estimate of the underlying neutron fluence spectrum 𝑛𝑗 . We use
the iterative MLEM algorithm to unfold NNS measurements, which is
described by:

𝑛𝑘+1𝑗 =
𝑛𝑘𝑗

∑𝐼
𝑖=1 𝑎𝑖𝑗

𝐼
∑

𝑖=1
𝑎𝑖𝑗

𝑚𝑖
∑𝐽

𝑏=1 𝑎𝑖𝑏𝑛
𝑘
𝑏

(1)

Here, the index 𝑖 spans the number of NNS moderator configurations
(𝐼 = 8), 𝑗 and 𝑏 span the number of energy bins over which the response
functions are defined (𝐽 = 52), and 𝑘 is the MLEM iteration index. A
new spectrum estimate 𝑛𝑘+1𝑗 is generated at each iteration by scaling the
previous estimate 𝑛𝑘𝑗 by the normalized ratio of the NNS measurements
to the MLEM-reconstructed measurements. For succinctness, we denote
the MLEM-reconstructed measurements at each iteration as:

𝑞𝑘𝑖 =
𝐽
∑

𝑏=1
𝑎𝑖𝑏𝑛

𝑘
𝑏 (2)

A schematic of the unfolding process is shown in Fig. 1. It is
important to note that the unfolded spectrum is highly dependent on
the initial guess spectrum 𝑛0𝑗 that is input to the MLEM algorithm.
Justification of our choice of the step function shown in Fig. 1 and its
application for use in radiation therapy is presented in our previous
publication [13].

We cannot directly obtain neutron CPS measurements by operating
the He-3 chamber of the NNS as a pulse-counting detector because
the high fluence rates encountered in radiation therapy lead to pulse-
pileup. Instead, we operate the He-3 chamber in current mode and
measure a neutron-induced charge for each moderator configuration
using an electrometer. Each charge is first converted to a time-averaged
neutron current and subsequently to a neutron CPS measurement using
a calibration coefficient that was provided by the vendor and validated
by our group [13].

3. The MLEM-STOP method

3.1. Application to PET image reconstruction

The MLEM-STOP method [19] relies on the fact that physical mea-
surements naturally contain Poisson noise such that 𝑚𝑖 = 𝜇𝑖 + 𝛽𝑖,
where 𝜇𝑖 are the mean counts of the distributions from which each
corresponding 𝑚𝑖 is sampled and 𝛽𝑖 are Poisson noise terms. Without
a stopping criterion, MLEM infinitely iterates to a spectrum 𝑛𝑘→∞

𝑗
that maximizes the likelihood of reconstructing the noisy 𝑚𝑖. We are
actually interested in the ground-truth spectrum �̄�𝑗 that maximizes the
likelihood of obtaining the noise-free measurements 𝜇𝑖. To this end,
consider the following indicator function that may be evaluated at each
MLEM iteration 𝑘:

 𝑘 =
∑𝐼

𝑖=1
(

𝑚𝑖 − 𝑞𝑘𝑖
)2

∑𝐼
𝑖=1 𝑞

𝑘
𝑖

(3)

After the initial iteration,  𝑘 has a positive value whose magni-
tude depends on the guess spectrum 𝑛0𝑗 . As the iterations proceed,
the reconstructed measurements converge to the noisy measurements
(𝑞𝑘𝑖 → 𝑚𝑖) such that  𝑘 → 0. At some intermediate iteration number, the
reconstructed measurements may equal the noise-free measurements
(𝑞𝑘𝑖 = 𝜇𝑖). It is straightforward to show that  𝑘 ≈ 1 when this occurs
because the expectation value of the mean square deviation (MSD)
between a noisy measurement 𝑚𝑖 sampled from a Poisson distribution
and the mean 𝜇𝑖 is:

𝐸
[

(

𝑚𝑖 − 𝜇𝑖
)2
]

= 𝜇𝑖 (4)

The basis of MLEM-STOP is thus to set a threshold value, 𝑡 = 1,
and terminate unfolding when  𝑘 ≤ 𝑡. At subsequent iterations it is
increasingly likely that the noise inherent to each measurement (𝛽𝑖) is
reconstructed rather than the true noise-free measurement (𝜇𝑖) from
which the noisy measurement was sampled, which leads to noise in
the unfolded spectrum.

Ben Bouallègue et al. applied this method to reconstructing images
from artificial PET datasets and demonstrated promising results [19].
For each dataset, they compared the MLEM-STOP estimate with (i)
a conventional estimate obtained using a fixed number of iterations
and (ii) an ideal MLEM estimate. The ideal MLEM estimates were
obtained by terminating reconstruction of each dataset when the root
mean square error (RMSE) between the reconstructed image and the
corresponding ground-truth artificial image was minimized. In terms
of noise content and resolution, the MLEM-STOP estimates were better
than the conventional (fixed iteration) estimates and very similar to the
ideal estimates.

3.2. Application to neutron spectral unfolding

We applied the MLEM-STOP criterion to unfolding neutron CPS
measurements obtained with the NNS. However, we found the use of
𝑡 = 1 unsuitable because the rate of MLEM convergence (i.e. the rate
at which 𝑚𝑖∕𝑞𝑘𝑖 → 1) is independent of measurement magnitude, but
the rate at which  𝑘 → 1 is not (as explained in the Appendix). As
a result, we found that  𝑘 > 𝑡 = 1 for all 𝑘 when unfolding high
magnitude measurements, which meant that the stopping criterion was
never satisfied. Also, when unfolding low magnitude measurements,
we found that the stopping criterion was satisfied too early, resulting
in spectra that had not sufficiently converged. Thus, we developed
a modified MLEM-STOP method that applied well to measurements
of varying magnitude that result from neutron fluence rates, Φ̇, of
approximately 104 to 106 n⋅cm−2⋅s−1.
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Fig. 1. Schematic of the NNS unfolding process. A time-averaged neutron current is measured for each moderator shell configuration (eight total) and converted to neutron CPS.
These neutron CPS are input into a custom MLEM algorithm along with the NNS response functions and a guess spectrum. The algorithm iterates until terminated, yielding an
estimate of the neutron fluence spectrum. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4. A modified MLEM-STOP method

This section explores the core idea of our modified MLEM-STOP
method; that there exists an optimal average measurement magnitude
�̄�ideal (and corresponding neutron fluence) at which the 𝑡 = 1 stopping
criterion best applies. We describe how we determined �̄�ideal using
ideal unfolded spectra and then capitalized on the linearity of MLEM to
establish a new stopping criterion that may be applied when unfolding
measurements spanning a broad range of magnitudes.

4.1. Ideal unfolded spectra

As described by Ben Bouallègue et al. [19], the ideal unfolded
estimate 𝑛𝑘ideal

𝑗 of the ground-truth spectrum �̄�𝑗 is determined by cal-
culating the root mean square error (RMSE) between �̄�𝑗 and the MLEM
estimate 𝑛𝑘𝑗 at each iteration:

RMSE𝑘 =

√

√

√

√

√

∑𝐽
𝑗=1

(

�̄�𝑗 − 𝑛𝑘𝑗
)2

𝐽
(5)

The ideal unfolded spectrum 𝑛𝑘ideal
𝑗 is obtained when the RMSE is

minimized and represents an ideal compromise between solution con-
vergence and noise. Note that RMSE can only be calculated if the
ground-truth is known and thus minimization of RMSE cannot be used
experimentally as a stopping criterion.

In this work, we required 𝑛𝑘ideal
𝑗 for multiple spectra spanning a wide

range of neutron fluence in order to determine the optimal measure-
ment magnitude �̄�ideal at which the 𝑡 = 1 criterion best applies. As
described in our previous publication on validating the NNS for use
in radiation therapy [13], we simulated and experimentally measured
the photoneutron fluence spectra produced by the 18 MV beam of a
Varian Clinac 21EX at four locations in the treatment room for which
the neutron fluences varied significantly. These locations are shown in
Fig. 2(a). The simulations were performed using the Monte Carlo mod-
eling package MCNP6 [21] with validated in-house models of the linac
(including accelerator components and shielding) and the treatment
room. In the present work, we assumed that each simulated spectrum
was equivalent to the ground-truth spectrum �̄�𝑗 at the corresponding
location. The experimental 𝑛𝑘ideal

𝑗 was then determined for each of
the four NNS measurement sets by calculating the RMSE between the
simulated ground-truth and the reconstructed experimental spectrum at
each MLEM iteration (using Eq. (5)), and terminating when minimized.

4.2. A new stopping criterion

For each of the four datasets for which we determined 𝑛𝑘ideal
𝑗 , we

calculated the mean deviation (MD) between the experimental mea-
surements and their corresponding reconstructed measurements at the
ideal number of iterations (𝑞𝑘ideal

𝑖 ):

MD =

∑𝐼
𝑖=1

|

|

|

𝑚𝑖 − 𝑞𝑘ideal
𝑖

|

|

|

𝐼
(6)

We plotted the MD for each dataset as a function of the average
measurement magnitude (i.e. �̄� =

∑𝐼
𝑖=1

𝑚𝑖∕𝐼), as shown in Fig. 3. As
previously stated, the rate of MLEM convergence is independent of
measurement magnitude and consequently the MD between measure-
ments and their reconstructions is linear with respect to measurement
magnitude. Thus, a linear least-squares regression through the origin
was performed on these four data points, the result of which is shown
as the solid line in Fig. 3. This fitted line represents the level of MLEM
convergence attained at the ideal number of iterations as a function
of �̄�. Note that we forced a zero y-intercept because otherwise the
regression produced a negative intercept that erroneously implies a
negative MD for data with low �̄�.

This result was compared with the principle assumption of the
MLEM-STOP method, namely that 𝑞𝑘𝑖 → 𝜇𝑖 at some 𝑘. The expectation
value of the MD between the mean of a Poisson distribution and values
sampled from the distribution is shown as the dotted line in Fig. 3 and
is calculated by [22]:

MD = 2𝑒−�̄��̄��̄�+1

�̄�!
(7)

The point where the two curves in Fig. 3 overlap is the optimal
magnitude (�̄�ideal ≈ 30 000CPS) at which the ideal level of MLEM
convergence is aligned with the assumption of MLEM-STOP. This leads
to three possible scenarios:

1. If �̄� = �̄�ideal, MLEM converges to the ideal unfolded spectrum
𝑛𝑘ideal
𝑗 around when  𝑘 = 𝑡 = 1.

2. If �̄� > �̄�ideal, MLEM converges to 𝑛𝑘ideal
𝑗 at some point when

 𝑘 > 𝑡 = 1 because the ideal experimental MD is greater than
the theoretical expectation.

3. If �̄� < �̄�ideal, MLEM converges to 𝑛𝑘ideal
𝑗 at some point when

 𝑘 < 𝑡 = 1 because the ideal experimental MD is less than
the theoretical expectation.
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Fig. 2. Schematics of the radiation therapy treatment rooms in which neutron spectral measurements were made. Measurement locations are indicated in red. Figures not to
scale. (a) Treatment room housing the Varian Clinac 21EX with a door. Measurements were used to develop and validate our novel stopping criterion. (b) Doorless treatment
room housing the Varian Truebeam. Measurements were used to further test our stopping criterion. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

Fig. 3. Comparison of the mean deviation (MD) between NNS measurements and
MLEM reconstructed measurements (data points), and the expectation value of the MD
between the mean and sampled values of a Poisson distribution (dashed line), as a
function of mean neutron CPS. The solid line represents a linear fit through the origin
to the experimental MLEM data.

These scenarios clarify and quantify our earlier findings that MLEM-
STOP does not apply well to high magnitude measurements (never
reaches  𝑘 = 𝑡 = 1) nor to low magnitude measurements (insufficient
convergence when  𝑘 = 𝑡 = 1).

Fortunately, since the rate of MLEM convergence is independent of
�̄�, one can simply scale any set of measurements such that �̄� = �̄�ideal by
multiplying by �̄�ideal∕�̄�. These scaled measurements can then be unfolded
using MLEM-STOP, which is terminated when  𝑘 ≤ 𝑡 = 1. Following
this approach, the final unfolded spectrum must be scaled back by the
inverse ratio, �̄�∕�̄�ideal. An alternative approach that is simpler than scaling
the measurements is to specify a new threshold value for each unique

dataset:

𝑡 =
�̄�

�̄�ideal
(8)

and terminate when  𝑘 ≤ 𝑡 = �̄�∕�̄�ideal. This latter approach is more suc-
cinctly stated as a stopping criterion and was adopted as our modified
MLEM-STOP criterion.

4.3. Uncertainty calculations

A statistical uncertainty in each neutron fluence spectrum obtained
using the modified MLEM-STOP method was estimated using a random
sampling process that was adapted from the method described in our
previous publication [13]. All eight measurements 𝑚𝑖 in an NNS dataset
were set as the mean of a Poisson distribution and each distribution
was subsequently sampled 100 times to yield 100 pseudo-measurement
sets. All of the pseudo-measurement sets were then unfolded using
the modified MLEM-STOP method. The root mean square difference
between the experimental unfolded spectrum and the 100 unfolded
pseudo-spectra was then set as the spectrum uncertainty.

5. Results

5.1. Validation: comparison with ideal unfolded spectra

To validate our modified MLEM-STOP method, we applied it to
all four NNS datasets for which 𝑛𝑘ideal

𝑗 and �̄�𝑗 were known (i.e. the
measurements made at the locations indicated in Fig. 2(a)). The result-
ing MLEM-STOP spectra are plotted alongside 𝑛𝑘ideal

𝑗 and �̄�𝑗 in Fig. 4.
The ideal number of iterations (𝑘ideal) and the number of iterations
determined for use in MLEM-STOP, denoted 𝑘STOP, are provided in
Table 1.

5.2. Testing: comparison with a conventional unfolding approach

To further test our modified MLEM-STOP criterion, we applied it
to the unfolding of three NNS datasets for which �̄�𝑗 and thus 𝑛𝑘ideal

𝑗
were unknown. These datasets comprised NNS measurements at 100 cm
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Fig. 4. Comparison of neutron fluence spectra obtained by unfolding NNS measurements using our modified MLEM-STOP method (solid black) with corresponding ideal unfolded
spectra (solid green) and Monte Carlo simulated spectra that were assumed to be equivalent to the ground-truth (dashed green). Spectra were obtained using the 18MV beam of
a Varian Clinac at four locations around the treatment room; (a) at 40 cm from isocentre, (b) at 140 cm from isocentre, (c) at the maze-room junction, and (d) in the maze. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 1
The number of iterations, 𝑘STOP, required to satisfy our modified MLEM-STOP criterion for all experimental NNS datasets considered in this
work. Datasets are grouped according to their purpose and within each group are sorted in order of decreasing neutron fluence rate Φ̇. The
number of iterations, 𝑘ideal, corresponding to the ideal unfolded spectra are provided for the 18MV datasets used to develop and validate our
method.

Purpose Beam energy Location Φ̇
(

n ⋅ cm−2 ⋅ s−1
)

𝑘ideal 𝑘STOP

Validation 18MV 40 cm from isocentre (1.23 ± 0.02) × 106 3687 3699
18MV 140 cm from isocentre (7.64 ± 0.07) × 105 2742 2113
18MV maze-room junction (1.90 ± 0.01) × 105 2059 1674
18MV maze (1.22 ± 0.01) × 104 5632 1182

Testing 15MV 100 cm from isocentre (2.56 ± 0.03) × 105 N/A 3873
10MV 100 cm from isocentre (2.18 ± 0.03) × 104 N/A 3879
16MeV 100 cm from isocentre (1.36 ± 0.01) × 104 N/A 2805

from isocentre along the treatment couch of a Varian Truebeam linac,
as indicated in Fig. 2(b). Measurements for the 15MV and 10MV
photon beams as well as the 16MeV electron beam were obtained.
The unfolded spectra are shown in Fig. 5 and the corresponding 𝑘STOP
values are provided in Table 1.

In the absence of ground-truth, we compared each MLEM-STOP
spectrum with two spectra obtained by terminating unfolding at fixed
iteration numbers that serve as empirical upper and lower limits,
between which unfolding should usually be terminated. The upper limit
was set as 𝑘upper = 15000 because we observed that significant noise, in
the form of adjacent bins of alternating high and low magnitude, is typ-
ically visible in the intermediate energy region (∼ 1 eV to 10 keV) at this
number of iterations and above. The lower limit was set as 𝑘lower = 1000
because with fewer iterations the fast and thermal peaks are typically

poorly-defined, which indicates insufficient convergence. These peaks
are known to be well-defined for secondary neutron spectra in photon
and electron EBRT, as widely reported in the literature and observed in
our own Monte Carlo simulated spectra [1,2,13]. The spectra obtained
at these upper and lower limits are shown alongside the MLEM-STOP
spectra in Fig. 5. Note that the Poisson sampling approach described
in Section 4.3 was also used to estimate uncertainties for the upper
and lower limit spectra with the exception that the corresponding fixed
number of iterations was used as the stopping criterion for each set of
pseudo-measurements (instead of MLEM-STOP).

To demonstrate the dosimetric impact of the spectral differences
shown in Fig. 5, the neutron ambient dose equivalent rate, �̇�∗(10), was
calculated for each MLEM-STOP spectrum as well as for the conven-
tional upper and lower limits. �̇�∗(10) was calculated by multiplying the

5



L. Montgomery, A. Landry, G. Al Makdessi et al. Nuclear Inst. and Methods in Physics Research, A 957 (2020) 163400

Fig. 5. Comparison of neutron fluence spectra obtained by unfolding NNS measurements using our modified MLEM-STOP method (black) with unfolded spectra using fixed
iteration numbers corresponding to empirical upper (red) and lower (blue) limits. An upper limit of 𝑘upper = 15000 iterations and a lower limit of 𝑘lower = 1000 iterations were
used. Spectra were measured at 100 cm from isocentre along the treatment couch for two photon beams and one electron beam of a Varian Truebeam linac: (a) 15MV, (b) 10MV,
and (c) 16MeV. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 2
Neutron ambient dose equivalent rates, �̇�∗(10), associated with unfolded neutron
fluence spectra obtained using MLEM-STOP versus empirical upper and lower iteration
limits.

Beam energy �̇�∗(10) (mSv ⋅ hr−1)

Empirical lower limit MLEM-STOP Empirical upper limit

15MV 124.7 ± 0.7 131 ± 2 135 ± 1
10MV 9.20 ± 0.07 9.7 ± 0.2 10.1 ± 0.1
16MeV 6.31 ± 0.03 6.6 ± 0.1 6.84 ± 0.07

measured fluence rate in each energy bin by the appropriate neutron
fluence-to-dose conversion coefficient provided in ICRP-74 [23] and by
summing over all bins. The resulting �̇�∗(10) values are provided in Ta-
ble 2. Uncertainties were set as the root mean square deviation between
the experimental �̇�∗(10) value and the pseudo-�̇�∗(10) values calculated
for all 100 pseudo-spectra that were generated for the corresponding
spectral uncertainty calculations.

6. Discussion

Our modified MLEM-STOP method utilizes a statistical stopping cri-
terion that terminates iterative MLEM unfolding of secondary neutron
fluence spectra in EBRT without subjective user input. The spectra
obtained with this method demonstrate a high level of agreement with

the corresponding ideal unfolded spectra (obtained through comparison
with Monte Carlo simulated spectra), as shown in Fig. 4. This serves
as validation of our method for neutron fluence spectra ranging from
Φ̇ ≈ 104 to 106 n⋅cm−2⋅s−1. It is important to note that the experimental
unfolded spectra (MLEM-STOP and ideal) do not agree completely with
the simulated spectra. This could be due to inaccuracies in the Monte
Carlo models, limitations of the resolution of NNS measurements, and
the ill-posed nature of the unfolding problem. However, this does not
undermine our finding that MLEM-STOP is able to generate spectra that
are almost entirely within uncertainty of the ideal unfolded spectra.

The modified MLEM-STOP approach was also applied to NNS mea-
surements for which the ground-truth spectra were unknown; the re-
sults of which are shown in Fig. 5. These spectra appear reasonable
because of the well-defined fast and thermal peaks (demonstrating
sufficient convergence) as well as the limited presence of visible noise
in the intermediate energy region. We do not have simulated ground-
truth spectra to compare with because the specifications of the beam
shaping assembly of the Varian Truebeam linac is not disclosed by the
vendor, and we are thus unable to model it for Monte Carlo simulations.
However, through comparison with the empirical upper and lower
limits, the MLEM-STOP spectra appear to satisfy our goal to produce
spectra that have sufficiently converged with minimal noise.

The effect of the spectral shape (and thus iteration number) on
the dosimetric quantity of interest, �̇�∗(10), is elucidated in Table 2.
For all three datasets, the ambient dose equivalent rate associated

6
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Table A.1
Comparison between the ratio of measurements to MLEM-reconstructed measurements at 𝑘 = 2784 iterations for an arbitrary
NNS measurement set 𝑚𝑖 and an artificial measurement set 𝑀𝑖 such that 𝑀𝑖 = 10𝑚𝑖.

# moderators 𝑚𝑖 (CPS) 𝑞𝑘𝑖 (CPS) 𝑚𝑖

𝑞𝑘𝑖
𝑀𝑖 (CPS) 𝑄𝑘

𝑖 (CPS) 𝑀𝑖

𝑄𝑘
𝑖

0 2129 2132 0.9988 21290 21320 0.9988
1 10340 10265 1.0073 103400 102650 1.0073
2 13207 13228 0.9984 132070 132280 0.9984
3 15457 15560 0.9934 154570 155600 0.9934
4 17635 17721 0.9951 176350 177210 0.9951
5 17035 16881 1.0091 170350 168810 1.0091
6 11476 11431 1.0039 114760 114310 1.0039
7 6156 6217 0.9903 61560 62170 0.9903

with the MLEM-STOP spectrum is significantly different from both
the empirical upper and lower limits. These differences arise from
the tendency of the dominant peak (in these cases, the fast peak) to
increase in magnitude as MLEM iterates. This finding, coupled with the
fact that the fluence-to-dose conversion coefficients are peaked around
1MeV [23], results in the observed dosimetric discrepancies. Although
there are no ground-truth �̇�∗(10) values to compare with, the MLEM-
STOP estimates are a good compromise between the upper and lower
limits.

As shown in Table 1, the fluence rates of the spectra with no
known ground-truth are within the range spanned by the 18MV spectra
with known ground-truth. We anticipate that the modified MLEM-
STOP method is applicable for any set of measurements wherein each
measurement 𝑚𝑖 is governed by Poisson statistics because MLEM be-
haves linearly with measurement magnitude. Regarding the unfolding
of measurements acquired using the NNS specifically, there may be
experimental limitations at low fluence rates due to insufficient signal
relative to the noise and at high fluence rates due to loss of linearity of
the He-3 chamber.

Finally, the dynamic threshold, 𝑡, of our modified MLEM-STOP
method is calculated using �̄�ideal as shown in Eq. (8) and thus the
MLEM-STOP spectra are sensitive to the fitting procedure used to
determine �̄�ideal. Furthermore, we believe our method may be applied
generally to other ‘‘classes’’ of spectra having significantly different
shapes. However, if a different guess spectrum is required, or if the
level of convergence associated with ideal unfolded spectra differs
significantly from the fitted curve of Fig. 3, then a new calibration
should be performed to determine �̄�ideal. With knowledge of a few
ground-truth spectra, the procedure of Section 4.2 could then be used
to determine �̄�ideal for the ‘‘class’’ of spectra under consideration.

Our software for unfolding and plotting neutron spectra, includ-
ing our modified MLEM-STOP algorithm, is provided as open-source
software on Github [24].

7. Conclusions

We have developed a statistical stopping criterion to terminate
iterative MLEM unfolding of secondary neutron spectra in external
beam photon and electron radiation therapy as measured using the
Nested Neutron Spectrometer. This stopping criterion is based on the
MLEM-STOP methodology published for PET image reconstruction by
Ben Bouallègue et al. [19], and is designed to terminate unfolding after
sufficient solution convergence but prior to significant accumulation
of noise. Modifications to the published method were required to
accommodate the wide range of neutron fluence rates encountered in
radiation therapy. Our modified approach uses a dynamic threshold
value that is calculated for each unique set of measurements. We
obtained good agreement between the spectra unfolded using our
modified MLEM-STOP method and the ideal unfolded spectra obtained
using knowledge of the underlying ground-truth spectra. When applied
to datasets with unknown ground-truth, we found that the MLEM-
STOP spectra qualitatively met the theoretical goals of the method.
This method should be generally applicable to measurements of any
magnitude but may require a unique calibration using known ground-
truth for spectra having distinct spectral shapes and alternative guess
input spectra.
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Appendix. Incompatible convergence rates

This appendix demonstrates why the rate at which 𝑚𝑖∕𝑞𝑘𝑖 → 1 is
independent of measurement magnitude but the rate at which  𝑘 → 1
is not. Consider MLEM unfolding of an arbitrary set of NNS measure-
ments, 𝑚𝑖, provided in Table A.1. The reconstructed measurements, 𝑞𝑘𝑖 ,
after 𝑘 = 2784 iterations of MLEM are also provided in Table A.1. When
these data are used to calculate  𝑘 via Eq. (3), a result of  𝑘 = 1 is
obtained.

Now consider another set of eight NNS measurements, 𝑀𝑖 such
that 𝑀𝑖 = 10𝑚𝑖. When these are unfolded using the same number of
iterations (𝑘 = 2784) the resulting MLEM-reconstructed measurements,
𝑄𝑘

𝑖 , are equal to 10×𝑞𝑘𝑖 as shown in Table A.1. Thus, the ratios 𝑚𝑖∕𝑞𝑘𝑖 and
𝑀𝑖∕𝑄𝑘

𝑖 are equal, which indicates that the rate of MLEM convergence is
independent of measurement magnitude. However, when 𝑀𝑖 and 𝑄𝑘

𝑖
are used to calculate  𝑘 at 𝑘 = 2784, a result of  𝑘 = 5.7 is obtained.
This occurs because calculation of  𝑘 involves calculating mean square
differences between two values, which increases with the magnitude of
the values even if their relative values are constant.
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